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Abstract

A principal repeatedly allocates resources to a set of agents. Each agent is
privately endowed with a sequence of projects that use resources to generate
payoffs. Ergodicity implies each agent’s average endowment likely lies in some
restricted confidence interval. I introduce the linked VCG mechanism and show
it is the cheapest efficient ex-post mechanism if agents’ endowment processes
are stylized so that average endowments must lie in those confidence intervals.

Linking VCG mechanisms can yield significant cost savings for the principal,
demonstrating how trimming the type space of a mechanism design problem by
removing elements known to be unlikely can greatly improve the solution. The
attractive properties of the linked VCG mechanism are approximately preserved
when the stylized restriction on average endowments is relaxed.
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1 Introduction.

A principal has stocks of R kinds of durable, divisible resources. Each date, each
agent is privately endowed with some divisible projects. A project lasts one date,
using some nonnegative R-vector of resources to generate a unit payoff. There are
I different project types, parameterized by the resource input, and an endowment
of projects is a nonnegative I-vector. The principal repeatedly allocates her durable
resources and makes monetary transfers to the agents depending on the history of
reported endowments. Each agent’s quasilinear utility is the discounted sum of his
project payoffs and transfers from the principal. Agents are protected by limited
liability, so transfers must be nonnegative. The principal seeks a mechanism that
achieves allocative efficiency while minimizing transfers.

One way to achieve allocative efficiency is to run a Vickrey-Clarke-Groves (VCG)
mechanism each date, paying each agent the sum of everyone else’s contributions to
surplus. But this is expensive for the principal, and does not take advantage of the
repeated structure of the problem. Call this the unlinked VCG mechanism.

To explore the possibility of better mechanisms, suppose the time horizon is T
dates and it is common knowledge that the T -date average of each agent n’s en-
dowment process must lie in some confidence interval, [µn, µn], where µn ≤ µn are
nonnegative I-vectors. Consider the following linked VCG mechanism: The principal
modifies the unlinked VCG mechanism by requiring the T -date average of each agent
n’s reported endowments to be in [µn, µn], and by postponing transfers until the end.
Assume common discounting so that postponing transfers is costless. At the end of
date T , let y denote the transfer to agent n under the unlinked VCG mechanism.
Let x denote the minimum transfer to agent n under the unlinked VCG mechanism –
holding fixed the other agents’ reports and subject to the average of agent n’s reports
∈ [µn, µn]. In the linked VCG mechanism, the principal pays agent n the difference,
y − x.

Like the unlinked VCG mechanism, the linked VCG mechanism is an efficient
ex-post mechanism. In fact, since [µn, µn] is path-connected, the envelope theorem
implies that the linked VCG mechanism is the cheapest efficient ex-post mechanism.
An agent’s transfer in the linked VCG mechanism is bounded above by his own
maximum contribution to surplus, rather than equalling the sum of everyone else’s
contributions to surplus as in the unlinked VCG mechanism. This means when an
agent is small, in the sense that he contributes at most a small fraction to surplus, the
savings from linking are significant. Computing an agent’s transfer is straightforward
and, when he is small, can be done via a simple geometric algorithm.

The restriction that each agent n’s T -date average endowment must lie in [µn, µn]
is meant to be a stylization, where the “unlikely” endowment processes with T -date
averages lying outside [µn, µn] have been removed. The comparison of the linked and
unlinked VCG mechanisms shows how such trimming of the underlying type space
can greatly improve the solution to a mechanism design problem.
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In the last part of the paper, I relax the stylized restriction on average endowments,
letting the vector of endowment processes go on indefinitely, potentially taking any
value. T , {µn}, {µn} are now parameters of the linked VCG mechanism. By varying
T , {µn}, {µn}, the principal controls some common knowledge lower bound, 1 − δ,
on the probability that every agent n’s T -date average endowment ∈ [µn, µn]. I
then argue, as δ tends to 0, the probability that all agents have almost ex-post
incentives to tell the truth at all dates under the linked VCG mechanism tends to
1. Assuming agents tell the truth whenever it is almost ex-post optimal to do so,
the attractive properties of the linked VCG mechanism are approximately preserved
when the stylized restriction on the vector of average endowments is relaxed.

As an example, I take a model and scale up its size, with the number of agents
and the stocks of the R durable resources increasing proportionally. Assuming agents
are patient, I then derive conditions on the endowments’ strength of ergodicity –
across both agents and dates – such that if it is common knowledge they are satisfied,
then in the limit, as the number of agents tends to infinity, an appropriately linked
VCG mechanism achieves allocative efficiency at a cost-to-surplus ratio of zero. The
conditions are satisfied if, for example, endowments are iid across agents and dates.
In contrast, the cost-to-surplus ratio of the unlinked VCG mechanism goes to infinity.

One application of the linked VCG mechanism is to an organization’s problem
of designing an internal talent marketplace. Instead of having a static collection
of employee-job matchings, many organizations are reimagining work as a flow of
discrete tasks that need to be assigned to available employees with the appropriate
skills through some dynamic mechanism. See Smet, Lund and Schaninger (2016).

This problem can be viewed through my model: The principal corresponds to
the organization’s headquarters and the agents correspond to various departments.
Projects are departmental tasks while resource types are employee skills. The stocks
of durable resources are the organization’s employee labor pool parameterized by
skill-hours. For example, if an employee’s skill is programming, and a date is four
weeks, then this employee could represent 4 weeks × 40 hours/week = 160 hours of
the programming resource that can be flexibly allocated, each date, across a variety
of projects. Transfers from the principal to agents correspond to incentive pay for
department managers.

My work on the linked VCG mechanism over stylized endowment domains is
related to the work of Holmström (1979) on VCG mechanisms over restricted pref-
erence domains. Holmström’s intent was to demonstrate, in a static setting and in
the context of efficient dominant-strategy implementation, that the necessity of VCG
mechanisms does not rely on agents having “universal” preference domains as in, say,
Green and Laffont (1977). In contrast, my stylized restriction that the T -date aver-
age of agent n’s endowment process must lie in some confidence interval [µn, µn] is
motivated by ergodic considerations. Also related is Bergemann and Välimäki (2010),
who study dynamic VCG mechanisms in a Markovian setting.

The restriction on the T -date average introduces a budget that limits how much
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value an agent can claim over time. A number of papers have shown how budget
mechanisms can align incentives across multiple problems when transfers are unavail-
able. See, for example, Jackson and Sonnenschein (2007) and Frankel (2014). My
construction of a linked VCG mechanism with cost-to-surplus ratio of zero in the
many agents case reveals a surprising connection between budget mechanisms and
VCG mechanisms.

Jackson and Manelli (1997) show how the attractive properties of the market
mechanism are approximately preserved when the price-taking assumption is relaxed.
I perform a similar exercise by showing how the attractive properties of the linked
VCG mechanism are approximately preserved when the stylized restriction on the
vector of endowment processes is relaxed. In particular, I develop a notion of al-
most ex-post incentives and show that, with high probability, all agents have almost
ex-post incentives to tell the truth at all times under the linked VCG mechanism.
Recently, Lee (2017) and Azevedo and Budish (2019) have explored related notions
of approximate strategy-proofness.

2 A Model of Repeated Resource Allocation

A principal (she) possesses R kinds of durable, divisible resources. Her stock of
resource r = 1, . . . R is q(r) > 0. Let q := (q(r))Rr=1. A project specifies a resource
input θ = (θ(r))Rr=1 ∈ [0,∞)R−{0} and a positive scalar payoff. Projects are divisible,
so I normalize all project payoffs to 1 and identify a project type by its input.

The domain of project types is a finite set Θ = {θi}i=1,...I satisfying two conditions:

1. I > R, and for i ≤ R, θi(r) > 0⇔ r = i;

2. Any subset of Θ lying on a hyperplane with normal vector p ∈ (0,∞)R is linearly
independent.

For condition 1, a useful benchmark to keep in mind is when each type θi project,
i ≤ R, uses a large amount of resource i, and should therefore be thought of as an
inefficient project, to be invested in as a last resort. The second condition is generic.
Neither condition is crucial, but they do simply the analysis. If condition 1 were not
satisfied, an efficient use of resources would typically leave some resources unused,
even if there were a plentiful supply of each project type. If condition 2 were not
satisfied, there could be multiple different ways to efficiently use resources.

By combining conditions 1 and 2 with an assumption, shortly, about projects being
sufficiently plentiful, I ensure that there is a unique way to efficiently use resources,
and under this efficient usage, all resources are exhausted. See Figure 1.

Fix a time horizon T ≥ 1. At each date t = 1, 2, . . . T , the principal is endowed
with an infinite amount of the type θi project for i ≤ R and none of the other projects.
Let µ0

t denote the principal’s date t endowment.
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x1

x2

θ2 = (0, 10)

θ3 = (2, 1) θ1 = (12, 0)

(a) R = 2, I = 3.

x1

x2

θ2 = (0, 10)

θ3 = (6, 5)

θ1 = (12, 0)

(b) R = 2, I = 3, q = (3, 2.5).

Figure 1: In 1a, suppose there is an infinite supply of θ1 and θ2 projects and 1 unit of
θ3 projects. To maximize payoff, one will invest in θ3 projects until all such projects are
exhausted or one of the resources is exhausted. At that point, any left over resources are
then invested in θ1 or θ2 projects.

In 1b, condition 2 is violated. Suppose there is an infinite supply of θ1 and θ2

projects and 1 unit of θ3 projects. There are multiple ways to maximize payoff. One could
invest in 0.5 units of θ3 projects, or invest in 0.25 units each of θ1 and θ2 projects.

There are N ≥ 1 agents (he). At each date t, each agent n = 1, . . . N privately
observes his date t endowment of projects, µnt := (µnti)

I
i=1. Let Ω := [0,∞)I denote the

set of possible agent endowments, with Borel sigma algebra F . Agent n’s endowment
process is the T -row vector

µn =
[
µn1 µn2 . . . µnT

]
.

Notation: A bold letter with a superscript (e.g. µn) denotes a time-related T -row
vector associated with an agent; that bolded letter, by itself (e.g. µ), denotes the
N × T matrix that collects the row vectors across all agents; that bolded letter, with
a subscript (e.g. µt), denotes an N -column vector of the matrix. Appending |t to a
matrix denotes a new matrix consisting of the first t columns of the original matrix.

Exceptions: When an object is indexed by agent but not time, I use a bolded
letter, without a subscript, to denote the N -column vector. 1 denotes either a row or
column vector with 1 in each entry and length depending on context.

A (direct) mechanism (A,W ) consists of

• A message space, Ω, for each agent n and date t;

• An allocation Ant : Ω|t → [0,∞)R for each agent n and date t;

– At satisfies the feasibility constraint 1At ≤ q;

– Define A0
t := q−1At to be the leftover resources allocated to the principal;

4



• A transfer W n : Ω→ [0,∞) for each agent n.

A strategy σn for agent n consists of mappings σnt : Ωn|t × Ω−n|t−1 → Ω for
each date t, where Ω−n|0 := {∅}. σ can be viewed as a map from Ω to itself:
Define σ(µ)n1 := σn1 (µn1 × ∅) for all n, and, for t > 1, recursively define σ(µ)nt =
σnt (µn|t × σ(µ)−n|t−1).

Given q ∈ (0,∞)R resources and µ ∈ [0,∞]R × [0,∞)R−I projects, let

v(q, µ) := max
α∈[0,µ],

∑
i αiθi≤q

∑
i

αi. (1)

Given (A,W ) and (σ,µ), player n’s contribution to surplus, the surplus, the cost
to the principal, and the payoff to agent n are, respectively,

Sn(σ(µ)) :=
T∑
t=1

βt−1v (Ant (σ(µ)|t), µnt )

S(σ(µ)) :=
N∑
n=0

Sn(σ(µ)),

C(σ(µ)) := βT−11W (σ(µ)),

Un(σ(µ)) := Sn(σ(µ)) + βT−1W n(σ(µ)).

Fix µ,µ ∈ ΩN with µn ≤ µn for all n. Define

Ω(T,µ,µ) =

{
µ ∈ Ω

∣∣∣∣ µn ≤ ∑T
t=1 µ

n
t

T
≤ µn ∀n

}
.

I assume it is common knowledge that µ must lie in Ω(T,µ,µ). One should think of
this assumption as a stylization where any µ /∈ Ω(T,µ,µ) is considered “unlikely”
and has been removed from the type space.

Definition. Given (A,W ), σ is an ex-post equilibrium if, for all µ ∈ Ω(T,µ,µ), n,
and σ̂n, Un(σ(µ)) ≥ Un((σ̂n,σ−n)(µ)).

Given σn, whenever µ satisfies σnt (µn|t ×Ω−n|t−1) = µnt for all t, agent n is said
to be employing the truth-telling strategy. The truth-telling strategy profile consists
of each agent n employing the truth-telling strategy for all µ ∈ Ω.

Without loss of generality, I restrict attention to mechanisms where the truth-
telling strategy profile is an ex-post equilibrium and I call them ex-post mechanisms.
A is efficient if, for all µ ∈ Ω(T,µ,µ), S(µ) =

∑T
t=1 β

t−1v(q,1µt + µ0
t ). An ex-

post mechanism (A,W ) is efficient if A is efficient. Given efficient ex-post mech-
anisms, (A,W ) and (Â, Ŵ ), (A,W ) is weakly cheaper than (Â, Ŵ ) if, for all
µ ∈ Ω(T,µ,µ), C(µ) ≤ Ĉ(µ). The mechanism design problem is to find a cheapest
efficient ex-post mechanism.
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3 Divisible Multi-Dimensional Knapsack Problem

The solution to the mechanism design problem begins with the solution to (1). This is
the divisible multi-dimensional knapsack problem, where q parameterizes the multi-
dimensional knapsack and µ represents the set of divisible objects.

Given q and µ, call any α ∈ [0, µ] satisfying
∑

i αiθi ≤ q an investment. α is
efficient if it solves (1). α is exhaustive if

∑
i αiθi = q. α is linear if there exists a

p ∈ (0,∞)R such that p · θi < 1 ⇒ αi = µi and p · θi > 1 ⇒ αi = 0, in which case,
call p a price associated with α. Given price p, a type i project can be thought of as
having cost p · θi. In a linear investment, a project is invested in (not invested in) if
its payoff is strictly greater than (strictly less than) its cost under an associated price.
Note, there are no restrictions on investments in projects whose cost equals payoff.

Lemma 1. Given q and µ ≥ µ0
t , there exists a unique investment, α(q, µ), that is

both exhaustive and linear. α(q, µ) is the unique efficient investment.

Proof. See appendix.

To gain some intuition for this result, consider an arrangement of Θ depicted in
Figure 2a. Suppose there are two distinct exhaustive and linear investments, α∗ and
α̂, where α∗ (α̂) involves investing in (not investing in) any project strictly under
(strictly above) the dotted line labelled α∗ (α̂).

Let X denote the intersection of the two dotted lines. Let us assume, for simplicity,
that no project type is located in X. The two dotted lines create two triangles in
which are located {θi, θj, θk, θl, θm, θn}. By definition,

• α∗i − α̂i ≥ 0, α∗j − α̂j ≥ 0, α∗k − α̂k ≥ 0,

• α∗l − α̂l ≤ 0, α∗m − α̂m ≤ 0, α∗n − α̂n ≤ 0,

• α∗h − α̂h = 0 for all h ∈ {1, 2, . . . I} − {i, j, k, l,m, n}.

Moreover, since α∗ and α̂ are distinct, at least one of the differences in the first two
bullet points must be nonzero.

If X is excluded, then the two triangles are two disjoint convex sets, and, therefore,
can be separated by a hyperplane. It is easy to see such a separating hyperplane can be
chosen so that it goes through the origin. See Figure 2b. Let z be a normal vector on
the side of, say, the ijk triangle. By construction, z·θi, z·θj, z·θk > 0 > z·θl, z·θm, z·θn.
Thus, z · (α∗h − α̂h)θh ≥ 0 for all h ∈ {1, 2, . . . I}, and at least one of them is positive
for h ∈ {i, j, k, l,m, n}. And now, by the fact that both α∗ and α̂ are exhaustive,

we have a contradiction because 0 = z · (q − q) = z ·
[∑I

h=1 α
∗
hθh −

∑I
h=1 α̂hθh

]
=∑I

h=1 z · (α∗h − α̂h)θh > 0.
To show existence of an exhaustive and linear investment, it suffices to show that

an efficient investment must be exhaustive and linear. That it must be exhaustive is
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Figure 2

obvious. So let us consider linearity. Note, in a linear investment, the set of project
types that are partially invested in must lie on a hyperplane. Suppose this were
not the case. Figures 2c and 2d depict two such non-linearities, with type θi, θj, θk
projects all partially invested in.

In 2c, let λ ∈ [0, 1] satisfy λθi + (1 − λ)θk > θj. Now consider the following
slight modification to the investment: Increase the investment in θj projects slightly
by dx. Simultaneously, decrease the investment in θi and θk projects by λdxθi and
(1−λ)dxθk, respectively. The net change in payoff is dx−λdx− (1−λ)dx = 0, while
the net change in resource use is dxθj − λdxθi − (1 − λ)dxθk < 0. Now there is a
little bit of each resource unused. Invest them in some more θj projects, leading to a
higher payoff. A similar argument can be used to rule out 2d.

Let QM := {(q, µ) | µ ≥ µ0
t}. By identifying QM with (0,∞)R × [0,∞)I−R, we

can view QM as a cone equipped with the norm ‖·‖∞. Given Lemma 1, for any
(q, µ) ∈ QM , let p(q, µ) denote the set of prices associated with efficient investment
α(q, µ).

Corollary 1. p(·, ·) is a homogenous correspondence of degree 0.

Proof. Let λ > 0. That α(q, µ) is linear with respect to µ and exhausts q implies
λα(q, µ) is linear with respect to λµ and exhausts λq. Thus, α(λq, λµ) = λα(q, µ).
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This implies p ∈ p(λq, λµ)⇔ p ∈ p(q, µ).

Lemma 2. p(·, ·) is generically unique and locally constant: {(q, µ) ∈ QM | |p(q, µ)| =
1} is an open dense subset of (QM, ‖·‖∞). If |p(q, µ)| = 1, then there exists a d > 0
such that for all (q̃, µ̃) ∈ QM satisfying ‖(q̃, µ̃)− (q, µ)‖∞ < d, p(q̃, µ̃) = p(q, µ).

Proof. See appendix.

The following lemma bounds the second partial of v(·, ·) and will allow us to use
an envelope theorem later on.

Lemma 3. v(q, ·) is concave, and, for all µ, ν ≥ µ0
t and λ∗ ∈ (0, 1], d

dλ

−∣∣
λ=λ∗

v(q, (1−
λ)µ+ λν) <

∑
i≤R

q(i)
θi(i)

+
∑

i>R µi ∨ νi.

Proof. See appendix.

4 Linking VCG Mechanisms

Given µ, Lemma 1 implies the efficient investment α(q,1µt+µ0
t ) each date is unique.

Nevertheless, the efficient allocation At each date is usually not unique. This is
because whenever αi(q,1µt +µ0

t ) ∈
(
0,
∑

n≥0 µ
n
ti

)
, there is some flexibility in deciding

what portion of resources meant for type θi projects go to each player.

Definition. Given µt and i, define N(µt, i) ∈ {0, . . . N} to be the index satisfying
αi(q,1µt + µ0

t ) ∈ (
∑N

m=N(µt,i)+1 µ
m
ti ,
∑N

m=N(µt,i)
µmti ]. If αi(q,1µt + µ0

t ) = 0, then set

N(µt, i) = N . For n = 0, . . . N ,

ordA
n
t (µ|t) :=

I∑
i=1

[
1n>N(1µt,i)µ

n
ti + 1n=N(1µt,i)

(
αi(q,1µt + µ0

t )−
N∑

m=n+1

µmti

)]
θi.

ordA is the efficient allocation that serves everyone in order according to their
index, with agent N being served first and the principal being served last. From now
on, I restrict attention to the efficient allocation ordA.

Definition. The unlinked VCG mechanism (uA, uW ) is defined as follows: For each
agent n,

1. uA
n
t (µ|t) = ordA

n
t (µ|t),

2. uW
n(µ) =

∑T
t=1

∑N
m 6=n, m=0 β

t−Tv(uA
m
t (µ|t), µmt ).

Proposition 1. (uA, uW ) is an efficient ex-post mechanism.

Proof. The classic result that VCG mechanisms are efficient and strategy-proof when
T = 1 implies that (uA, uW ) is an efficient ex-post mechanism for all T .
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For T > 1, (uA, uW ) need not be strategy-proof. Fix an n, and consider the σ−n

where at all dates t > 1, all agents m 6= n copy agent n’s date 1 report. At date 1,
agent n is better off reporting a sufficiently huge endowment rather than the truth.

For each µ ∈ Ω, define [µ] ∈ Ω(T,µ,µ) as follows: For each n, i, and t,

[µ]nti :=


µnti if (µn|t1)i ≤ Tµni and t < T

Tµni − (µn|t−11)i if (µn|t−11)i ≤ Tµni < (µn|t1)i

0 if Tµni < (µn|t−11)i.

and

[µ]nTi := max{µnTi, TµnTi − (µn|T−11)i} if (µn|T1)i ≤ Tµni .

[·] is an Ft-measurable retraction from Ω to Ω(T,µ,µ).

Definition. The linked VCG mechanism (lA, lW ) is defined as follows: For each
agent n,

1. lA
n
t (µ|t) = uA

n
t ([µ]|t),

2. lW
n(µ) = uW

n([µ])−minµ̂n∈Ωn(T,µ,µ) uW
n([µ]−n, µ̂n).

Theorem 1. (lA, lW ) is an efficient ex-post mechanism. It is weakly cheaper than
every efficient ex-post (A,W ) satisfying A(µ) = uA(µ) for all µ ∈ Ω(T,µ,µ).

Lemma 4. If an efficient ex-post (A,W ) satisfies A(µ) = uA(µ) for all µ ∈
Ω(T,µ,µ), then, for all n, W n − uW

n depends on µ only up to µ−n on Ω(T,µ,µ).

Proof. Fix an efficient ex-post (A,W ) satisfyingA(µ) = uA(µ) for all µ ∈ Ω(T,µ,µ),
an agent n, and a pair µ, µ̃ ∈ Ω(T,µ,µ) with µ−n = µ̃−n. Define V n : Ωn× [0, 1]→
[0,∞) by

V n(µ̂n, λ) =
T∑
t=1

βt−1v
(
Ant (µ−nt , µ̂nt ), λµ̃nt + (1− λ)µnt

)
+ βT−1W n(µ−n, µ̂n)

Lemma 3 implies V n(µ̂n, λ) is absolutely continuous with respect to λ with a
partial derivative that is uniformly bounded above. Thus, by Theorem 2 of Milgrom
and Segal (2002),

V n(µ̃n, 1)− V n(µn, 0) =

∫ 1

0

V n
2 (λµ̃n + (1− λ)µn, λ)dλ

=

∫ 1

0
uV

n
2 (λµ̃n + (1− λ)µn, λ)dλ

= uV
n(µ̃n, 1)− uV

n(µn, 0).
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This then implies,

βT−1(W n(µ̃)− uW
n(µ̃)) = V n(µ̃n, 1)− uV

n(µ̃n, 1)

= V n(µn, 0)− uV
n(µn, 0)

= βT−1(W n(µ)− uW
n(µ))

Proof of Theorem 1. The first part of Theorem 1 follows from Proposition 1. To prove
the second part, it suffices to show lW

n(µ) ≤ W n(µ) for all n and µ ∈ Ω(T,µ,µ).
Suppose not. Then there exists n and µ ∈ Ω(T,µ,µ) satisfying W n(µ) =

lW
n(µ) − δ for some δ > 0. By definition of lW

n, there exists a µ̂ ∈ Ω(T,µ,µ)
satisfying µ̂−n = µ−n and lW

n(µ̂) = 0. Lemma 4 implies

W n(µ̂) = W n(µ̂)− uW
n(µ̂) + min

µ̃n∈Ωn(T,µ,µ)
uW

n(µ̂−n, µ̃n)

= W n(µ)− uW
n(µ) + min

µ̃n∈Ωn(T,µ,µ)
uW

n(µ−n, µ̃n)

= W n(µ)− lW
n(µ) = −δ < 0.

Contradiction.

Proposition 1 and Theorem 1 are in fact true no matter what efficient allocation

uA is set to be. The choice of ordA is made mostly for some computational benefits
later on. Note, changing the efficient allocation of the linked VCG mechanism changes
the cost function, C(·). For example, consider the efficient allocation, p−ordA, that
serves the agents in order like ordA but serves the principal first. The linked VCG
mechanism with ordA is weakly cheaper than the linked VCG mechanism with p−ordA.
In general, however, linked VCG mechanisms with different efficient allocations cannot
be completely ordered based on cheapness.

Theorem 1 implies that linking VCG mechanisms leads to cost savings for the
principal. How much cost savings depends on the parameters. For example, if µ� µ,
then the cost savings are zero.

For now, I just want to highlight a qualitative difference in the size of transfers
between the linked VCG mechanism and the unlinked VCG mechanism. For simplic-
ity, let us specialize to R = T = 1. In addition, let us depart slightly from the model
by assuming that Θ is equal to (0,∞) rather than a finite subset of (0,∞), and that
endowments are densities on (0,∞) – this departure makes drawing pictures easier.
The efficient allocation sets a threshold θ and invests in all projects with type θ ≤ θ.
θ is set so that all of the resource is exhausted.

Figures 3a and 3b compare the efficient allocations given two agent n endowments
µn, µ̂n ∈ Ωn(1,µ,µ), holding fixed all other agents’ endowments at some µ−n ∈
Ω−n(1,µ,µ). As depicted, µ̂n is a larger endowment than µn, pushing the threshold θ
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density
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θ(µn)
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Θ

density

θ(µ̂n)
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B1(µ̂n)
A1(µ̂n)

A2(µ̂n)

(b)

Figure 3

to the left. Since projects further to the left use fewer resources, exhaustiveness implies
A1(µ̂n) has greater area than B1(µ̂n)∪B2(µ̂n). Now consider the difference uW

n(µ)−
uW

n(µ−n, µ̂n). It is the area of B2(µ̂n), which, given the previous observation, is less
than the area of A1(µ̂n) ∪ A2(µ̂n), which, by definition, is agent n’s contribution
to surplus given µ̂n. Since lW (µ) is the supremum of this difference across all µ̂n ∈
Ωn(1,µ,µ), agent n’s transfer under the linked VCG mechanism is bounded above by
his own maximum contribution to surplus, rather than equalling the sum of everyone
else’s contributions to surplus, as is the case under the unlinked VCG mechanism.

Thus, if an agent is small, in the sense that he contributes at most a small fraction
to surplus, then the cost savings of linking are significant. See Section 6 for details.

5 From Ex-Post to ε-Ex-Post Incentives

So far, we have assumed it is common knowledge the T -date average endowment
vector must lie in some interval [µ,µ]. Such a model should be thought of as a
stylization of some “true” model where the vector of endowment processes can go on
indefinitely, potentially taking any value, but (T,µ,µ) have been chosen in a way so
that it is common knowledge that the T -date average almost certainly lies in [µ,µ].

I now construct such a “true” model: Change the stylized model so that each
agent n now has an endowment process that goes on indefinitely. Redefine (Ω,F)
accordingly and let P denote the true governing probability. P is not necessarily
common knowledge. However, I assume it is common knowledge each agent n knows
his own marginal, P n.

T , µ, and µ are no longer parameters of the model. The principal chooses T as
part of choosing the mechanism (A,W ). In particular, linked VCG mechanisms are
parameterized by a triple (T,µ,µ) satisfying µ ≤ µ. Finally, fix an ε > 0 interpreted
to be small. This completes the description of the true model.

Fix an arbitrary linked VCG mechanism (T,µ,µ). Let δ ∈ [0, 1] be a number
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such that it is common knowledge P(Ω(T,µ,µ)) ≥ 1 − δ. Such a δ always exists
– for example, δ = 1. Depending on how much the players know about P and how
(T,µ,µ) is chosen, lower δ may also exist. For example, if P is common knowledge
and (T,µ,µ) has been chosen in a way so that P(Ω(T,µ,µ)) = .95, then δ can be
set to anything ≥ 0.05. Here, we will simply take δ as given.

What can the principal expect from using the linked VCG mechanism (T,µ,µ),
particularly when δ is small? Were we in the stylized model (T,µ,µ), Theorem 1
would tell us that the principal can expect all agents to tell the truth, the allocation
to be efficient, and the cost to be weakly lower than that of any other efficient ex-post
mechanism. But here in the true model, how far off are we from truth-telling being
an ex-post equilibrium? Can the principal expect the allocation to be at least almost
efficient? How different is the cost of using the mechanism?

Let v denote the finite value v(q,∞1). For now, let us assume N ≥ 2.

Definition. Given a cn ∈ [0, 1], an agent n strategy σn is said to be reasonable if
σnt (µn|t ×Ω−n|t−1) = µnt whenever[

P n

(
µn /∈ Ωn(T,µ,µ)

∣∣∣∣ µn|s)+ cn
]
β1−sTv < ε (2)

for all s ≤ t.

In words, an agent strategy is reasonable if it is truth-telling until (2) is violated.
The cn in the definition is meant to be interpreted as a conjecture: Agent n

conjectures the probability that all other agents employ the truth-telling strategy is
at least 1− cn. Given a profile of conjectures, c, a strategy profile σ is reasonable if
each σn is reasonable given cn.

To answer the questions posed above, I imagine, before date 1, the principal
publicly announces a profile of conjectures, c, that is “believable” given δ – where
believable is yet to be defined. I posit each agent n will believe cn and play a reasonable
strategy given cn. I then see what I can deduce about the performance of the linked
VCG mechanism (T,µ,µ) based only on the knowledge that the strategy profile being
played is reasonable given c. The principal and any agent m 6= n need not know if
some σn is reasonable given cn since they need not know P n. Thus, whether or not
some strategy profile σ is reasonable given c need not be known to anyone.

For now, let us take as given that agent n will believe conjecture cn. Why do I
then assume that he will play a reasonable strategy given cn?

Justification. Imagine agent n enters date 1 with a coarse assessment (P n, cn) of the
game. I use the word coarse because in a full assessment, the system of beliefs would
imply P n and, together with the strategy profile, would imply the probability that
all agents m 6= n employ the truth-telling strategy.

After observing µn1 , agent n Bayesian updates P n to P n
∣∣µn|1, and his current

coarse assessment becomes (P n
∣∣µn|1, cn). He could try to further improve this coarse
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assessment – potentially all the way up to a full assessment. However, any further
improvement requires thinking about other agents – e.g. what they know, what they
plan to do – beyond just the conjecture cn. I assume such thinking is at least slightly
costly, causing agent n to suffer a disutility ≥ ε.

In the event where all other agents employ the truth-telling strategy and µn ∈
Ωn(T,µ,µ), telling the truth at all dates is ex-post optimal for agent n. When agent

n is deciding whether or not to improve his current coarse assessment (P n
∣∣µn|1, cn),

he believes an upper bound on the probability that that event does not occur is

P n

(
µn /∈ Ωn(T,µ,µ)

∣∣∣∣ µn|1)+ cn.

Now suppose (2) is satisfied with s = 1. Since lU
n(σ(µ)) ≤ uU

n(σ(µ)) ∈ [0, T v]
for all (σ,µ), agent n believes employing the truth-telling strategy is within ε of the
payoff he would receive if he could make the ex-post optimal report. Since ε is small,
it stands to reason he will not further improve his current coarse assessment at date
1, and will simply tell the truth at date 1.

The agent then enters date 2 with coarse assessment (P n
∣∣µn|1, cn) and the assump-

tion that agent n plays a reasonable strategy given cn is now justified by induction.

Let Ω(T,µ,µ, P n, cn) denote the event in which agent n is employing the truth-
telling strategy under any reasonable strategy given cn (i.e. the set of µ such that µn

satisfies (2) for all s). Let Ω(T,µ,µ,P, c) := ∩nΩ(T,µ,µ, P n, cn) denote the event
in which all agents are employing the truth-telling strategy under any reasonable
strategy profile given c. Given the justification, Ω(T,µ,µ, P n, cn) can be interpreted
as an event in which agent n has ε-ex-post incentives to tell the truth if he believes
conjecture cn. Ω(T,µ,µ,P, c) can then interpreted as an event in which every agent
has ε-ex-post incentives to tell the truth if each agent n believes conjecture cn.

When P(Ω− ∩m 6=nΩ(T,µ,µ, Pm, cm)) ≤ cn, agent n is correct to believe conjec-
ture cn if each agent m 6= n plays a reasonable strategy given cm. If this inequality is
satisfied for every n, then one could say c is a mutually correct profile of conjectures.

Definition. c is believable if it is common knowledge that c is mutually correct.

The trivial profile of conjectures 1 is always believable. However, since the condi-
tion for mutual correctness utilizes {P n}Nn=1, which need not be common knowledge,
it is, a priori, not obvious there exist any other believable c.

Definition. For any z ∈ (0, 1), define δ(z) = z(1−z)ε2
(β1−TTv)2N

∧ 1 and c(z) = zε
β1−TTv

∧ 1.

Notice, the functions δ(·) and c(·) are defined independently of P.

Proposition 2. Let P̂ be any probability on (Ω,F) satisfying P̂(Ω(T,µ,µ)) ≥ 1 −
δ(z). Then P̂(Ω−Ω(T,µ,µ, P̂, c(z)1)) ≤ c(z).

Thus, c(z)1 is believable for any z satisfying δ(z) ≥ δ.
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If c(z)1 is believable – so that we may assume agents play a reasonable strategy
profile given c(z)1 – then in the event, Ω(T,µ,µ,P, c(z)1), all agents tell the truth.
Since this event is a subset of Ω(T,µ,µ), if all agents tell the truth in this event,
then, in this event, the allocation is efficient and the cost of the mechanism is exactly
the same as in the stylized model.

Also, notice, for any c > 0, there exists a δ > 0 such that, for any z satisfying
δ(z) < δ, we have c(z) < c.

Thus, Proposition 2 can be interpreted as saying: When it is common knowledge
that the stylized model (T,µ,µ) is a good approximation of the true model, the
principal can expect that, under the linked VCG mechanism (T,µ,µ), it is almost
certain all agents have ε-ex-post incentives to tell the truth, the allocation is efficient
and the cost is the same as in the stylized model (T,µ,µ). Proposition 2 is the formal
answer to the previously posed questions concerning to what extent the attractive
properties of the linked VCG mechanism are preserved moving from the stylized
model to the true model.

The proof of Proposition 2 makes use of the following result.

Lemma 5. Let X = {X1, X2 . . . XT} be a nonnegative martingale under some prob-
ability Q. If X0 is an upper bound on its expectation, then for any constant X > 0,

Q(∃t Xt ≥ X) ≤ X0

X
.

Proof. Let τ be the stopping time when Xt first weakly exceeds X. If Xt never
weakly exceeds X then set τ > T . By Doob’s optimal sampling, we have X0 ≥
EXτ = EXτ1τ≤T + EXτ1τ>T ≥ XE1τ≤T = XQ(∃t Xt ≥ X).

Proof of Proposition 2. Let (P̂,Ω,F) satisfy P̂(Ω(T,µ,µ)) ≥ 1− δ(z).

By definition, µ ∈ Ω−Ω(T,µ,µ, P̂ n, c(z)) if and only if

P̂ n

(
µn /∈ Ωn(T,µ,µ)

∣∣∣∣ µn|s) ≥ ε

β1−sTv
− c(z) for some s.

Define the martingale {Xs}Ts=1 on (P̂,Ω,F) where

Xs(µ) = P̂ n

(
µn /∈ Ωn(T,µ,µ)

∣∣∣∣ µn|s) .
The unconditional expectation of this martingale is P̂ n

(
µn /∈ Ωn(T,µ,µ)

)
. Since

µn /∈ Ωn(T,µ,µ) ⇒ µ /∈ Ω(T,µ,µ), it must be that P̂(µ /∈ Ω(T,µ,µ)) ≥
P̂ n
(
µn /∈ Ωn(T,µ,µ)

)
. And since P̂(Ω(T,µ,µ)) ≥ 1 − δ(z), we have that δ(z) ≥

P̂ n
(
µn /∈ Ωn(T,µ,µ)

)
.
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Now, by Lemma 5,

P̂(Ω−Ω(T,µ,µ, P̂ n, c(z))) ≤
z(1−z)ε2

(β1−TTv)2N
∧ 1

ε
β1−TTv

− c(z)

≤
z(1−z)ε2

(β1−TTv)2N

(1−z)ε
β1−TTv

≤ zε

β1−TTvN
.

By De Morgan’s Law, P̂(Ω−Ω(T,µ,µ, P̂, c(z)1)) ≤
(
N · zε

β1−TTvN

)
∧1 = c(z).

The justification of reasonable strategies is based on simultaneously assuming
agent n faces at least a small cost when thinking about other agents, but faces no
cost when updating P n with respect to µ|t. This is a rather stark contrast, and
one may also wish to introduce some friction to how P n updates with respect to
µ|t. As long as the frictional updating rule – let us call it P n

fr(· | µn|s) – preserves
the martingale property – formally, as long as {P n

fr(µ
n /∈ Ωn(T,µ,µ) | µn|s)} is

a martingale while the frictional version of (2) where P n(· | µn|s) is replaced with
P n
fr(· | µn|s) has not been violated – then Proposition 2 and its proof remain valid.

The ideas of this section can be naturally extended to the case N = 1. Since
there are no other agents to think about, the natural definition of a reasonable agent
1 strategy becomes: σ1

t (µ
1|t) = µ1

t whenever[
P

(
µ /∈ Ω(T,µ,µ)

∣∣∣∣ µ|s)] β1−sTv < ε

for all s ≤ t. The justification for reasonable strategies becomes stronger and re-
sembles that for contemporaneous perfect ε-equilibrium in a one player extensive-
form game. See Mailath, Postlewaite, and Samuelson (2005). The analogue of
Ω(T,µ,µ,P, c) is the event – call it Ω(T,µ,µ,P) – in which agent 1 employs the
truth-telling strategy under any reasonable strategy. An analogue of Proposition
2 is the claim that for any c ∈ (0, 1], if P̂ is any probability on (Ω,F) satisfying
P̂(Ω(T,µ,µ)) ≥ 1− δ(c), where δ(c) := cε

β1−TTv
∧ 1, then P̂(Ω−Ω(T,µ,µ, P̂)) ≤ c.

The claim admits the same interpretation as Proposition 2, and, just like in the N ≥ 2
case, is true because of Lemma 5.

6 The Many Small Agents Case

This section culminates in the construction of a sequence of true models that can be
viewed as a single true model scaled to increasingly larger sizes, with the number of
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agents and the available quantity of each of the R resources increasing proportion-
ally. Theorem 2 then shows that if agents are patient and it is common knowledge
something akin to, but weaker than, the Central Limit Theorem holds across agents
and across dates, then in the limit, an appropriately linked VCG mechanism achieves
allocative efficiency at a cost-to-surplus ratio of zero.

A key step in establishing Theorem 2 will be to show that in the limit model,
under the limit linked VCG mechanism, each agent is “small” in a sense to be made
precise below:

6.1 The Cost Savings of Linking when an Agent is Small

Fix an arbitrary true model, linked VCG mechanism (T,µ,µ), and µ ∈ Ω(T,µ,µ).
Let p(µ) denote the set of T -row vectors of prices associated with the linear invest-
ments made under lA(µ), and assume |p(µ)| = 1 – that is, the associated price each
date is unique.

Consider the following two properties that an agent n might satisfy:

I. p(µ−n, µ̂n) = p(µ) for all µ̂n ∈ Ωn(T,µ,µ).

II. ∀t ∀i, N(µ−nt , µ̂nt , i) > n ∀µ̂n ∈ Ωn(T,µ,µ) or N(µ−nt , µ̂nt , i) < n ∀µ̂n ∈
Ωn(T,µ,µ).

An agent who satisfies Property I., especially one who also satisfies Property II.,
can be described as “taking prices as given.” Both properties capture a notion of
smallness: By Lemma 2, an agent who has a sufficiently small effect on the efficient
allocation will satisfy Property I. As for Property II., note that when N is much larger
than TI, a typical agent’s index n will be far away from N(µt, i) for all t and i. If
this agent has a sufficiently small effect on the efficient allocation, then N(µ−nt , µ̂n, i)
will be close enough to N(µt, i) for all t, i and µ̂n ∈ Ωn(T,µ,µ) that he will satisfy
Property II.

In Subsection 6.3, when I consider a limit model with many agents, it will be the
case that, under the limit linked VCG mechanism, almost surely, all agents satisfy
Property I. and almost all agents also satisfy Property II.

Lemma 6. If Property I. is satisfied, then

lW
n(µ) ≤ max

µ̂n∈Ωn(T,µ,µ)
Sn(µ−n, µ̂n).

If, in addition, Property II. is also satisfied, then

lW
n(µ) = max

µ̂n∈Ωn(T,µ,µ)

T∑
t=1

βt−Tpt(µ) ·

[
I∑
i=1

(µ̂nti − µnti) θi1n>N(µt,i)

]
.

Proof. See appendix.
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Corollary 2. Suppose β = 1 and p(µ) = p1 for some p. If Properties I. and II. are
satisfied, then

lW
n(µ) ≤ max

µ̂n∈Ωn(T,µ,µ)
Sn(µ−n, µ̂n)− min

µ̂n∈Ωn(T,µ,µ)
Sn(µ−n, µ̂n).

Proof. By Lemma 6,

lW
n(µ) =p ·

[
I∑
i=1

(
Tµnti −

T∑
t=1

µnti

)
θi1N(µt,i)>n

]

≤

[
I∑
i=1

(
Tµnti −

T∑
t=1

µnti

)
1N(µt,i)>n

]

≤
I∑
i=1

(
Tµnti − Tµnti

)
1N(µt,i)>n

= max
µ̂n∈Ωn(T,µ,µ)

Sn(µ−n, µ̂n)− min
µ̂n∈Ωn(T,µ,µ)

Sn(µ−n, µ̂n).

6.2 The Geometry of Linking when an Agent is Small

In this subsection I show how the transfer to an agent satisfying Properties I. and II.
can be computed via a simple geometric algorithm.

Define the date-valued correspondence τ : Θ→ {1, . . . T} as follows:

τ(θi) = arg max
t s.t. n>N(µt,i)

βt−Tpt(µ) · θi.

If the set of times such that n > N(µt, i) is empty, then set τ(θi) = {1, . . . T}. Given
any selection τ̃ of τ , define µ̃n as follows: For each t and i, µ̃nti = Tµnti if τ̃(θi) = t and
= 0 otherwise.

It is evident

µ̃n ∈ arg max
µ̂n∈Ωn(T,µ,µ)

T∑
t=1

βt−Tpt(µ) ·

[
I∑
i=1

(µ̂nti − µnti) θi1n>N(µt,i)

]
.

Thus, given Lemma 6, the problem of computing lW
n(µ) when both Properties

I. and II. are satisfied reduces to characterizing τ(·).

Algorithm

1. Associate to each price pt(µ), the hyperplane Ht := {x ∈ RR | pt(µ) · x = 1}.
Ht is said to enclose θi if n > N(µt, i). Geometrically, if Ht encloses θi, then θi
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(a) Model with 2 resources and 4 dates.

1 Red
2 Green
3 Yellow
4 Blue

H2H4 H3 H1
x1

x2

(b) τ(·) when β = 1.

must lie on or below Ht.

Example: Figure 4a depicts a model with four hyperplanes.

2. If β = 1, then

For each θi, consider the ray going through θi. Let {Ht}t∈Ti be the set of enclos-
ing hyperplanes that the ray touches first. If Ti = ∅ then set τ(θi) = {1, . . . T}.
Otherwise, set τ(θi) = Ti.

Example: In Figure 4a, the dotted line is part of the ray that goes through
H1 ∩ H4. For any θi ∈ Int(abcd), the enclosing hyperplanes are {H1, H3, H4}.
If θi is to the left of the dotted line, then τ(θi) = 1. If θi is on the dotted line,
then τ(θi) = {1, 4}. If θi is to the right of the dotted line, then τ(θi) = 4.

Figure 4b color codes everywhere τ(θi) takes on a single value.

3. If β < 1, then

For each θi, and each of its enclosing Ht, create H̃t := {x ∈ RR | βt−1pt(µ) ·x =
1}. Define τ(θi) by redoing Step 2. with {H̃t} replacing the set of enclosing
hyperplanes.

6.3 A Cheap Efficient Linked VCG Mechanism

Consider the following sequence of true models, parameterized by k = 1, 2, 3, . . ., that
can be viewed as a single true model scaled to increasingly larger sizes.

For each k, I will append [k] to parameters in the k-model. Suppose there exist
Θ, q, δ and ∆ such that, for all k, β[k] = 1, N [k] = k, Θ[k] = Θ, and q[k] = kq. Also,
suppose for any k1 ≤ k2, n ≤ k1, and t, we have µnt [k1] = µnt [k2] – this means the
vector of k1-model endowment processes can be identified as a subset of the vector of
k2-model endowment processes. Consequently, I do not append [k] to µnt from now on
and, as an abuse of notation, I let P denote the governing probability of the universal
set of endowments {µnt }1≤n,t,<∞ as well as the governing probability of any k-model.
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Once again, P need not be common knowledge. However,

Assumption 1. There exist

• π, π, {πn}∞n=1 ∈ Ω, satisfying |p(q, π + µ0
t )| = 1, πn ≤ π ∀n,

• κ ∈ (0, 1) and weakly decreasing functions f, F : [0,∞) → [0,∞) satisfying

limz→∞ z
3
κf(z) = zκ+1F (z) = 0, and

• weakly increasing functions i, I : [0,∞)→ [0,∞),

such that, for all k, it is common knowledge in the k-model that

P n

[∥∥∥∥∥
∑T

t=1 µ
n
t

T
− πn

∥∥∥∥∥
∞

≤ d

]
≥ 1− f(i(d)T ) ∀d > 0, n ≤ k, T, (3)

P

[∥∥∥∥∥
∑k

n=1 µ
n
t

k
− π

∥∥∥∥∥
∞

≤ d

]
≥ 1− F (I(d)k) ∀d > 0, t. (4)

Assumption 1 requires that the strength of the ergodicity of endowments across
dates be uniformly bounded below across agents and that the strength of the ergod-
icity of endowments across agents be uniformly bounded below across dates. The
condition limz→∞ z

3
κf(z) = zκ+1F (z) = 0 means that the uniform bounds cannot be

too weak. For example, if P is common knowledge and, under P, endowments are iid
across dates and agents with finite first and second moments, then the Central Limit
Theorem implies that f(z) and F (z) can both be defined to be exp(−z), in which
case, the condition is satisfied for any choice of κ.

Theorem 2. There exists a sequence of linked VCG mechanisms (T [k],µ[k],µ[k]) and
conjectures c[k], one for each k-model, such that c[k]1 is believable in the k-model for
all k, limk→∞ c[k] = 0, and

lim
k→∞

sup
reasonable σ given c[k]1

EP lC(σ(µ))

EP lS(σ(µ))
= 0.

Theorem 2 says that, in the limit, the principal can, under an appropriately linked
VCG mechanism, expect to achieve allocative efficiency at a cost-to-surplus ratio of
zero.

The proof of the zero cost-to-surplus ratio result is organized as follows: As k →
∞, the probability of the event that all agents employ the truth-telling strategy under
any reasonable strategy profile given believable c[k]1 converges to 1. In the limit,
as this increasingly sure event becomes almost sure, Assumption 1 implies p(µ) =
p(q, π)1, all agents satisfy Property I., and almost all agents also satisfy Property II.
Corollary 2 implies that those agents who satisfy both properties are paid at most the
difference between their maximum and minimum contributions to surplus. Since the
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sequence of linked VCG mechanisms I will create satisfies limk→∞µ[k]−µ[k] = 0, it
will be the case that the amount paid to agents who satisfy both properties comprise
a zero fraction of surplus in the limit. The remaining fraction of agents – which will
be zero in the limit – still satisfy Property I. Therefore, by Lemma 6, they are paid at
most their maximum contributions to surplus. Again, since limk→∞µ[k]− µ[k] = 0,
these agents’ maximum contributions to surplus are close to their actual contributions
to surplus. Thus, the amount paid to agents who just satisfy Property I. also comprise
a zero fraction of surplus in the limit. These two observations – plus some fine tuning
of the sequence of linked VCG mechanisms to make sure that the aforementioned
increasingly sure event converges in probability to 1 sufficiently quickly – imply that
the cost-to-surplus ratio of the limiting linked VCG mechanism is zero.

Proof. Fix a κ satisfying Assumption 1 and let T [k] = dkκe. For each d > 0, define

c(d)[k] :=

ε
kv
−
√(

ε
kv

)2 − 4kf(i(d)T [k])

2

whenever the right hand side ∈ [0, 1], which is true for all sufficiently large k.2 Oth-
erwise, set c(d)[k] = 1.

For each d > 0 and n, define µn(d) and µn(d) to be the elements of Ω satisfying
µn(d)i = max{πni − d, 0} and µn(d)i = πni + d for all i. Define µ(d)[k] and µ(d)[k]
accordingly.

Let P̂ be any probability on (Ω,F) satisfying Assumption 1. Lemma 5 and the
quadratic formula imply that any

P̂(Ω−Ω(T [k],µ(d)[k],µ(d)[k], P̂, c(d)[k]1)) ≤ c(d)[k]

in the k-model.3

2Let us prove the stronger result: For all sufficiently large k, k · c(d)[k] ∈ [0,∞) and limk→∞ k ·
c(d)[k] = 0. We have

k · c(d)[k] =

ε
v −

√(
ε
v

)2 − 4k3f(i(d)T [k])

2
.

It suffices to show limk→∞ k3f(i(d)T [k]) = 0, which follows from Assumption 1.
3It suffices to prove this claim when c(d)[k] < 1. Note, by De Morgan’s Law,

P̂(Ω−Ω(T [k],µ(d)[k],µ(d)[k], P̂, c(d)[k]1)) ≤
k∑

n=1

P̂(Ω−Ωn(T [k], µn(d), µn(d), P̂n, c(d)[k])).

Mirroring the proof of Proposition 2, note that µ ∈ Ω − Ωn(T [k], µn(d), µn(d), P̂n, c(d)[k]) if and
only if

P̂n
(
µn /∈ Ωn(T [k], µn(d), µn(d)) | µn|s

)
≥ ε

T [k]v
− c(d)[k] for some s ≤ T [k].
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Define Ω∗(d)[k] to be the set of µ ∈ Ω(T [k],µ(d)[k],µ(d)[k],P, c(d)[k]1) satisfying∥∥∥∥∥
∑k

n=1 µ
n
t

k
− π

∥∥∥∥∥
∞

≤ d ∀t ≤ T [k].

Assumption 1 and De Morgan’s Law imply

P(Ω−Ω∗(d)[k]) ≤ c(d)[k] + kκF (I(d)k).

Since Assumption 1 implies limk→∞ k · kκF (I(d)k) = 0 and a previous footnote
showed that limk→∞ k · c(d)[k] = 0, therefore

lim
k→∞

k (c(d)[k] + kκF (I(d)k)) = 0 ∀d > 0.

This means it is possible to pick a decreasing sequence {dk}k=1,2,... converging to 0
such that limk→∞ k(c(dk)[k] + kκF (I(dk)k)) = 0.

Define c[k] = c(dk)[k], µ[k] = µ(dk)[k], µ[k] = µ(dk)[k] and Ω∗[k] = Ω∗(dk)[k].
Based on what we have already shown, the first two parts of the theorem have been
proved. It remains to prove the last part, concerning the cost-to-surplus ratio.

For any k, n ≤ k, t ≤ T [k], and µ̂n ∈ Ωn(T [k],µ[k],µ[k]), we have ‖µ̂nt ‖∞ ≤
‖µ̂n1‖∞ ≤ kκ(‖πn‖∞ + dk) ≤ kκ(‖π‖∞ + dk).

By Corollary 1, for any k, µ ∈ Ω∗[k], agent n ≤ k and date t, we have

p

(
kq,

k∑
m6=n,m=1

µnt + µ̂nt + µ0
t

)
= p

(
q,

∑k
m6=n,m=1 µ

n
t + µ̂nt

k
+ µ0

t

)
.

Moreover,∥∥∥∥∥
∑k

m 6=n,m=1 µ
n
t + µ̂nt

k
+ µ0

t − (π + µ0
t )

∥∥∥∥∥
∞

≤

∥∥∥∥∥
∑k

m=1 µ
n
t

k
− π

∥∥∥∥∥
∞

+

∥∥∥∥µntk
∥∥∥∥
∞

+

∥∥∥∥ µ̂ntk
∥∥∥∥
∞

≤ dk + 2
‖π‖∞ + dk

k1−κ .

This last quantity goes to zero as k →∞. Lemma 2 now implies for all k sufficiently
large and all µ ∈ Ω∗[k], all agents n ≤ k satisfy Property I with the unique price

Also, by Assumption 1, the unconditional probability, P̂n
(
µn /∈ Ωn(T [k], µn(d), µn(d)

)
, is less than

or equal to f(i(d)T [k]). Thus, by Lemma 5, we have

P̂n(Ω−Ωn(T [k], µn(d), µn(d), P̂n, c(d)[k])) ≤ f(i(d)T [k])(
ε

T [k]v − c(d)[k]
) ≤ f(i(d)T [k])(

ε
kv − c(d)[k]

) .
Thus, P̂(Ω−Ω(T [k],µ(d)[k],µ(d)[k], P̂, c(d)[k]1)) ≤ kf(i(d)T [k])

( ε
kv−c(d)[k])

= c(d)[k].
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each date being p := p(q, π + µ0
t ).

For each k, let N∗[k] be a lower bound on the number of agents n ≤ k for whom
Property II. is satisfied across all µ ∈ Ω∗[k]. A similar argument implies N∗[k] can
be chosen so that limk→∞N

∗[k]/k = 1.
Now, by Corollary 2 and Lemma 6, for all k sufficiently large, when µ ∈ Ω∗[k],

the transfer to agent n ≤ k is bounded above by kκ2dkI if Properties I. and II. are
satisfied, and bounded above by kκ

∑
i µ

n
i [k] ≤ kκ(‖π‖∞ + dk)I if only Property I. is

satisfied. Thus, the total transfer, when µ ∈ Ω∗[k], is bounded above by

[N∗[k]kκ2dk + (k −N∗[k])kκ(‖π‖∞ + dk)] · I.

In general, the transfer to agent n is bounded above by kκkv. Putting everything
together, we have that

sup
reasonable σ given c[k]1

EP lC(σ(µ)) ≤ (c(dk)[k] + kκF (I(dk)k)) kkκkv+

[N∗[k]kκ2dk + (k −N∗[k])kκ(‖π‖∞ + dk)] · I.

On the other hand,

inf
reasonable σ given c[k]1

EP lS(σ(µ)) ≥ P(Ω∗[k])kκkv,

where v = v(q, µ0
t ). Thus,

lim
k→∞

sup
reasonable σ given c[k]1

EP lC(σ(µ))

EP lS(σ(µ))

lim
k→∞

supreasonable σ given c[k]1 EP lC(σ(µ))

infreasonable σ given c[k]1 EP lS(σ(µ))

≤ lim
k→∞

{
(c(dk)[k] + kκF (I(dk)k)) k

v

P(Ω∗[k])v
+

N∗[k]

k

2dkI

P(Ω∗[k])v
+

(
1− N∗[k]

k

)
(‖π‖∞ + dk)I

P(Ω∗[k])v

}
= 0.

7 Appendix

Proof of Lemma 1. Uniqueness of α(q, µ). Let α∗, α̃ be two exhaustive and linear
investments.
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Case 1. α∗ and α̃ have a common associated price p∗. Let Hp∗ denote the hyperplane
{x ∈ RR | p∗ · x = 1}.

Since α∗ and α̃ are both exhaustive and linear,∑
θi∈Hp∗

α∗i θi = q −
∑

p∗·θi<1

µiθi =
∑

θi∈Hp∗

α̃iθi.

Since {θi ∈ Hp∗} is linearly independent,
∑

θi∈Hp∗ α
∗
i θi =

∑
θi∈Hp∗ α̃iθi ⇒ α∗i = α̃i for

θi ∈ Hp∗ ⇒ α∗ = α̃.

Case 2. α∗ and α̃ have associated prices p∗ 6= p̃. If p∗(r) < p̃(r) for all r, then
linearity implies α∗i ≥ α̃i for all i, and then exhaustiveness implies α∗ = α̃. Similarly,
if p∗(r) > p̃(r) for all r then α∗ = α̃.

Otherwise, there exist r and r′, not necessarily distinct, such that p∗(r) ≥ p̃(r)
and p∗(r′) ≤ p̃(r′). This implies the set X = {x ∈ [0,∞)R − {0} | p∗ · x = p̃ · x = 1}
is non-empty. In addition, define two more possibly empty convex sets

X∗ = {x ∈ RR
+ | p∗ · x ≤ 1 ≤ p̃ · x, p∗ · x 6= p̃ · x},

X̃ = {x ∈ RR
+ | p∗ · x ≥ 1 ≥ p̃ · x, p∗ · x 6= p̃ · x}.

By linearity,

α∗i − α̃i = 0 if θi /∈ X ∪X∗ ∪ X̃,
α∗i − α̃i ≥ 0 if θi ∈ X∗,
α∗i − α̃i ≤ 0 if θi ∈ X̃.

If α∗i − α̃i = 0 for all θi ∈ X∗ ∪ X̃, then there exists a common associated price, and
α∗ = α̃. So suppose there exists at least one θi ∈ X∗ such that α∗i − α̃i > 0 or at least
one θi ∈ X̃ such that α∗i − α̃i < 0.

There is a unique hyperplane H going through the origin and Hp∗ ∩Hp̃. X ⊂ H,
and X∗ and X̃ lie on opposite sides of H. Let z be a normal vector of H on the side
of X∗. Then z · θi = 0 for all θi ∈ X, and z · θi > 0 for all θi ∈ X∗ and z · θi < 0 for
all θi ∈ X̃. This implies z ·

∑
i(α
∗
i − α̃i)θi > 0 which implies

∑
i(α
∗
i − α̃i)θi 6= 0. But

0 = q − q =
∑

i(α
∗
i − α̃i)θi. Contradiction.

Existence of α(q, µ). It suffices to show that an efficient investment exists and that
it must be exhaustive and linear.

Since (1) is the maximization of a continuous function over a compact set, an
efficient investment α∗ exists. Since µ ≥ µ0

t , α
∗ must be exhaustive.

Given a set S ∈ RR
+, define Conv(S) to be the convex hull of S, Int(S) to be the

interior of S, and Gtr(S) := {x ∈ RR | ∃s ∈ S, x ≥ s}.
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Claim: Int(Gtr(Conv(Supp(µ− α∗)))) ∩ Conv(Supp(α∗)) = ∅.

Proof of Claim. Suppose not. Let x̃ be an element of the intersection.
Since x̃ ∈ Conv(Supp(α∗)), there exist x1, . . . xd ∈ Supp(α∗) and λ1, . . . λd ∈ (0, 1)

summing to one, such that x̃ = λ1x1 + . . .+ λdxd.
By assumption, there exists ỹ ∈ Gtr(Conv(Supp(µ− α∗))) such that ỹ(r) < x̃(r)

for all r. By definition of Gtr, one can choose ỹ to be in Conv(Supp(µ−α∗)). Thus,
there exist y1, . . . ye ∈ Supp(µ − α∗) and l1, . . . le ∈ (0, 1) summing to one, such that
ỹ = l1y1 + . . .+ leye.

Given ε > 0, add an εli amount of mass from α∗ at yj, for j = 1, . . . e, and,
at the same time, take an ελj amount of mass to α∗ at xj, for j = 1, . . . d. Call
it α′. If ε is sufficiently small, α′ ∈ [0, µ]. By construction,

∑
i α
′
i =

∑
i α
∗
i and∑

i α
′
iθi(r) <

∑
i α
∗
i θi(r) ≤ q(r) for all r. Now pick an arbitrary yj and add back a

δ > 0 amount of mass to α′ at yj. Call it α′′. If δ is sufficiently small,
∑

i α
′′
i θi ≤ q.

But
∑

i α
′′
i >

∑
i α
∗
i , contradicting the efficiency of α∗.

Now, by the Separating Hyperplane Theorem, there exists a p(α∗) ∈ RR such
that p(α∗) · Conv(Supp(α∗)) ≤ 1 ≤ p(α∗) · Int(Gtr(Conv(Supp(µ − α∗)))). Since
Gtr(Conv(Supp(µ − α∗))) equals the closure of Int(Gtr(Conv(Supp(µ − α∗)))), we
have p(α∗) ·Gtr(Conv(Supp(µ− α∗))) ≥ 1. This implies p(α∗) ∈ (0,∞)R and p(α∗) ·
Supp(α∗) ≤ 1 ≤ p(α∗) · Supp(µ− α∗).

Proof of Lemma 2. I start be showing, given (q, µ) ∈ QM , |p(q, µ)| = 1 if and only if
|{i | αi(q, µ) ∈ (0, µi)}| = R. Let Θo be the subset of Θ satisfying αi(q, µ) ∈ (0, µi).
Since Θo ⊂ Hp for any p ∈ p(q, µ), it is linearly independent, and therefore |Θo| ≤ R.
Suppose |Θo| = R. If there are two distinct prices p, p′ ∈ p(q, µ), then Θo ⊂ Hp∩Hp′ .
But then Θo is not linearly independent. Contradiction. Suppose |Θo| < R and p is an
associated price. Then any sufficiently close neighbor of p with hyperplane contain-
ing Θo will also be an associated price, in which case the associated price is not unique.

Next, I prove {(q, µ) ∈ QM | |p(q, µ)| = 1} is an open dense subset of QM . Openness
will follow from the last part. To prove density, fix a (q, µ) ∈ QM .

I claim there exists an associated price p such that |{θi ∈ Hp}| = R: If p′ is an
associated price with |{θi ∈ Hp′}| < R, then all sufficiently close neighbors, p′′, of
p′ satisfying {θi ∈ Hp′} ⊂ Hp′′ are also associated prices. At least one of them will
correspond to a hyperplane that contains at least one additional point of Θ. The
existence of p follows by induction.

For each θi ∈ Hp, perturb α(q, µ)i slightly to some α̃i ∈ (0, µi). Define q̃ :=∑
p·θi<1 µiθi+

∑
θi∈Hp α̃iθi. Then p is the unique associated price of (q̃, µ). By making

the perturbation smaller and smaller, q̃ → q in the limit.
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Suppose |p(q, µ)| = 1. Then the elements of Θo span RR. Thus, given any suffi-
ciently small perturbation of q to q̃ and any sufficiently small perturbation of µ to µ̃,
then there exists a small enough perturbation of {α(q, µ)i}θi∈Θo to {α̃i}θi∈Θo such that
α̃i ∈ (0, µ̃i) for all θi ∈ Θo, and its extension to the investment α̃ where α̃i = µ̃i(= 0)
if p(q, µ) · θi < 1(> 1) satisfies

∑
i α̃iθi = q̃.

Proof of Lemma 3. Concavity of v(q, ·) is obvious. Fix µ, ν ≥ µ0
t . For any λ ∈ (0, 1],

define α(λ) and q(λ) as follows:

• p(q, µ) · θi < 1⇒ α(λ)i = (1− λ)µi + λµi ∨ νi,

– This case can only occur for θi with i > R,

• p(q, µ) · θi = 1 ⇒ α(λ)i = (1 − λ)α(q, µ)i + λµi ∨ νi if i > R and α(λ)i =

(1− λ)α(q, µ)i + λ q(i)
θi(i)

if i ≤ R,

• p(q, µ) · θi > 1⇒ α(λ)i = 0,

• q(λ) =
∑

i α(λ)iθi.

Lemma 1 implies α(λ) is the efficient investment given (q(λ), (1 − λ)µ + λµ ∨ ν). It
is also clear that (q(λ), (1− λ)µ+ λµ ∨ ν) ≥ (q, (1− λ)µ+ λν). Thus,

v(q, (1− λ)µ+ λν)− v(q, µ)

λ

≤v(q(λ), (1− λ)µ+ λµ ∨ ν)− v(q, µ)

λ

=

∑
p(q,µ)·θi≤1,i>R α(λ)i − α(q, µ)i

λ
+

∑
p(q,µ)·θi=1,i≤R α(λ)i − α(q, µ)i

λ

=

∑
p(q,µ)·θi≤1,i>R λ(µi ∨ νi − α(q, µi))

λ
+

∑
p(q,µ)·θi=1,i≤R λ

(
q(i)
θi(i)
− α(q, µi)

)
λ

<

∑
p(q,µ)·θi≤1,i>R λµi ∨ νi

λ
+

∑
p(q,µ)·θi=1,i≤R λ

q(i)
θi(i)

λ

≤
∑
i>R

µi ∨ νi +
∑
i≤R

q(i)

θi(i)
.
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Since this inequality is true for all λ, we must have d
dλ

+∣∣
λ=0

v(q, (1− λ)µ+ λν) ≤∑
i>R µi∨νi+

∑
i≤R

q(i)
θi(i)

. Concavity of v(q, ·) now implies d
dλ

−∣∣
λ=λ∗

v(q, (1−λ)µ+λν) ≤∑
i>R µi ∨ νi +

∑
i≤R

q(i)
θi(i)

for all λ∗ ∈ (0, 1].

Proof of Lemma 6. Let µ̂ ∈ Ω(T,µ,µ) satisfy µ̂−n = µ−n. By definition,

uW
n(µn)− uW

n(µ̂)

=
T∑
t=1

βt−T
N∑

m6=n,m=0

I∑
i=1

{
µmti 1m>N(1µt,i) +

(
αi(q,1µt + µ0

t )−
N∑

l=m+1

µlti

)
1m=N(1µt,i)

−

[
µ̂mti 1m>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=m+1

µ̂lti

)
1m=N(1µ̂t,i)

]}
.

In the above equation, uW
n(µ) and uW

n(µ̂) have both been expressed as sums
of the discounted invested project payoffs of everyone except agent n.

Consider a date t project of type i where pt(µ) · θi < 1. Property I. implies any
such project belonging to any agent m 6= n will receive investment and its discounted
payoff will be a summand of agent n’s unlinked VCG transfer under both µ and µ̂.

Symmetrically, consider a date t project of type i where pt(µ) · θi > 1. Property
I. implies any such project belonging to any agent m 6= n will not receive investment
and its unrealized discounted payoff will not be a summand of agent n’s transfer
under both µ and µ̂.

Thus, the above expression can be further simplified by replacing
∑I

i=1 with∑
{i | pt(µ)·θi=1}:

=
T∑
t=1

βt−T
N∑

m6=n,m=0

∑
{i | pt(µ)·θi=1}

{
µmti 1m>N(1µt,i)+

(
αi(q,1µt + µ0

t )−
N∑

l=m+1

µlti

)
1m=N(1µt,i)

−

[
µ̂mti 1m>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=m+1

µ̂lti

)
1m=N(1µ̂t,i)

]}
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=
T∑
t=1

βt−Tpt(µ) ·
N∑

m6=n,m=0

∑
{i | pt(µ)·θi=1}

{
µmti θi1m>N(1µt,i)+

(
αi(q,1µt + µ0

t )−
N∑

l=m+1

µlti

)
θi1m=N(1µt,i)

−

[
µ̂mti θi1m>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=m+1

µ̂lti

)
θi1m=N(1µ̂t,i)

]}
.

Notice, in the manipulation above, I have rewritten what is inside
∑N

m 6=n,m=0 from
a summation of project payoffs to a summation of resources and factored out the price
vector pt(µ).

By Lemma 1, we know efficient investment is exhaustive. This means, for each t,

N∑
m 6=n,m=0

∑
{i | pt(µ)·θi=1}

{
µmti θi1m>N(1µt,i) +

(
αi(q,1µt + µ0

t )−
N∑

l=m+1

µlti

)
θi1m=N(1µt,i)

−

[
µ̂mti θi1m>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=m+1

µ̂lti

)
θi1m=N(1µ̂t,i)

]}
.

=
N∑

m 6=n,m=0

I∑
i=1

{
µmti θi1m>N(1µt,i) +

(
αi(q,1µt + µ0

t )−
N∑

l=m+1

µlti

)
θi1m=N(1µt,i)

−

[
µ̂mti θi1m>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=m+1

µ̂lti

)
θi1m=N(1µ̂t,i)

]}
.

=q −
I∑
i=1

[
µntiθi1n>N(1µt,i) +

(
αi(q,1µt + µ0

t )−
N∑

l=n+1

µlti

)
θi1n=N(1µt,i)

]

−

{
q −

I∑
i=1

[
µ̂ntiθi1n>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=n+1

µ̂lti

)
θi1n=N(1µ̂t,i)

]}
.
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We can bound this last expression by

I∑
i=1

[
µ̂ntiθi1n>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=n+1

µ̂lti

)
θi1n=N(1µ̂t,i)

]
.

Thus, uW
n(µn)− uW

n(µ̂) ≤

T∑
t=1

βt−Tpt(µ) ·
I∑
i=1

[
µ̂ntiθi1n>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=n+1

µ̂lti

)
θi1n=N(1µ̂t,i)

]

≤
T∑
t=1

βt−T
I∑
i=1

[
µ̂nti1n>N(1µ̂t,i) +

(
αi(q,1µ̂t + µ0

t )−
N∑

l=n+1

µ̂lti

)
1n=N(1µ̂t,i)

]
=S(µ̂),

which then yields the first part of the lemma. If, in addition, Property II. is satisfied,
then that expression equals

I∑
i=1

(µ̂nti − µnti) θi1n>N(1µt,i),

which yields the second part of the lemma.
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